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ABSTRACT

The superiority of seeds is one of the main factors for farmers. UD. Tiara Bersaudara is a shop that sells seeds and
agricultural needs. Poor sales of seeds and fertilizers can hurt UD. Tiara Brothers. To maintain the stock of seeds that
are in demand by farmers, sellers must be able to analyze data on the sale of seeds that are in great demand by
farmers so as not to cause losses in business. This process is difficult for UD Tiara Brothers to do because it has a lot
sales data. Existing problems can be solved by clustering seed sales data according to most farmers' interests.
Clustering is the grouping of data into several clusters based on the level of data similarity. The purpose of mﬂudy
was to group the best-selling seed data at UD. Tiara Brothers in increasing sales. The clustering method uses the K-
Means algorithm by partitioning data into clusters based on the centroid closest to the data. Furthermore, testing by
comparing the calculation results with RapidMiner studio software 9.7. The results of this study can later be used as a
benchmark for decision support by UD. Tiara Brothers to set marketing strategies for increasing sales.
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1. INTRODUCTION

Trading Business (UD) is a form of business whose main activity is to buy and resell goods or services
to make a profit. One form of a trading business is UD. Tiara Brothers are engaged in the sale of seeds and
agricultural needs. In the process of selling UD. Tiara Brothers often experience obstacles, especially in managing
seed supplies for farmers' needs. This obstacle causes a frequent shortage of seed stocks that are in demand because
sales are very high. So there is a buildup of seeds that are not in demand in warehouses because sales are low. In this
study, seed sales transaction data selection is used as an object for analysis. In sales transaction data, facts are stored
that can be extracted and processed to become useful information for trading businesses.

Data mining is a technology that automates the process of finding interesting and sensitive patterns from
large sets of data. This allows human understanding to be able to find patterns and scalability of technigues. Data
mining technigues are used to perform descriptive mining (describing a grouping of common traits) or predictive
mining (trying to predict based on data cn»;iﬁcali()n conclusions) on large volumes of data (Siregar, 2018). Data
mining is often used in the form of wider applications and can be applied in various areas of life such as business,
industry, science, research, and other fields (S,2019).

Clustering is a technique of grouping several data on a large set of data based on certain criteria. The
clustering results are given to the end user to be able to give an idea of what is happening to the database (Ali, 2019).
The cluster technique has two methods of grouping data, namely hierarchical clustering and non-hierarchical
clustering. Hierarchical clustering is a method of grouping data by grouping two or more data that have similarities or
similarities, then forwarding to other objects that have close data, the process will last until a cluster forms a kind of
tree where levels or clear hierarchy between objects from the least similar to the most similar (Alkhairi & Windarto,
2019).

Grouping data using the K-Means algorithm is very simple, at the initial stage determine in advance the
number of data groups to be determined. After the data grouping is determined, select the document that will be used
as a centroid point cluster. Next, iterate until there is stability for all groups of objects that have converged (Yunita,
2018).

In this study, seed sales data will be grouped by calculating the closest distance between the data and the
midpoint (cenlmida acluster. So that the grouping can produce several seed clusters, namely best-selling and non-
best-selling seeds. The application of the K-Means Clustering algorithm is expected to help UD. Tiara Brothers in
increasing sales.

The application of the K-Means algorithm was once used to group sales data at one of the outdoor
equipment retail storeeby producing three clusters. The grouping of data is used to improve stock management and
sales strategies (Liu et al., 2018). The application of the K-Means algorithm has also been used as a form of
application of pre-consumption monthly load data analysis from electricity consumers from certain domestic areas in
China (Bhargava, 2019)




2. RESEARCH METHODOLOGY

In this study, the research method used can be seen in Figure 1. The process will be described starting from
data cullecland literature study until the research objectives amchieved and by the initial plan that has been
determined. The purpose of this study is to analyze and group data using the K-Means algorithm to design strate gies

to increase sales.
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Figure 1 Method Research

2.1. Identify The Problem

Identifying problems is the initial stage in determining and formulating problems that exist in an
object of research. The purpose of determining the problem formulation is so that the research carried
out is directed and does not go out of the limits of the problem to be studied. This stage is the [irst step
of a study

2.2. Analyze The Problem

Analyzing problems is a stage to understand problems in the object of research with a
predetermined scope so that the results of the research can be as expected.

2.3. Data Collection

Collect the data needed to conduct research. The data collection process in this study is as follows:
a. Observation

Observation is the direct observation made on the object of research. The purpose of observation is
so that the existing problems can be known.




Interview
12

The interview is a data collection technique carried out with direct questions and answers between
the researcher collector and the resource person. In this study, researchers will conduct interviews
with UD. Tiara Brothers. The purpose of the interview is to obtain information related to the
existing problem.

Literature Study

A literature study is analyzing data and information by reading books, literature, journals, and
articles that suppoﬁesearch.

2.4. Processing Data Using The K-Means Clustering Algori

Clustering algorithm. The data to be processed at this stage is seed s

After all, the data is collected, the data will be analyzed processed using the K-Means
data from January-April 2022

at UD. Tiara Brothers. Data management is done by following the flow chart of the K-Means
Algorithm process as seen in Figure 2:
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Figure 2 K- Clustering Algorithm Flow Diagram

From the flow chart, you can describe the steps of data processing with the K-Means algorithm

a.

Determine the data to be in the cluster

The data to be processed at this stage is seed sales data from January-April 2022 at UD. Tiara
rsaudara.
termine the number of clusters (k) to be formed to perform K-Means calculations

Determine Lheanlerm' the cluster (centroid) randomly.

Calculates the distance of each data to the center of the cluster by using the Euclidean formula (1).

DUGEY=J(J1—Kiy"+ (Ji—Ki)"................ (D)
Where:
D (J,K) = Data distance to j to cluster center k

Ji = Data Record

Yi= Dala&nlmid
anuping data into clusters with the shortest distance to the center of the cluster.
Calculate the new cluster center by using formula (2) :
e 5
= — 5 e (2)
‘Where:
Cl = Centroid data
J1 =Data to “i” on attribute data to "i”
¥ 1= Amount of data




g. If the calculation of the new cluslernler has been completed, then some data moves from the
results of the previous iteration and repeat steps 2 to 4 until no more data is moving to another
cluster.

2.5. Implementing The K-Means Clustering Algorithm On Rapidminer

After the manual calculation process using K-Mean is implemented. The next step is to apply the
manual calculation using RapidMiner software. Here's an overview of the calculation steps using the
Rapid Miner application:

2.6. Evaluation

The evaluation is carried out to see whether the results of manual calculations with the system
testing process that has been made are by user requests. The purpose of the evaluation is to see to what
extent the system is functioning and to identify problems that occur

3. RESULT AND DISCUSSION

In this discussion, several steps were taken to analyze the data with software that aims to determine
the best seed sales data clustering at UD. Tiara Brothers using Rapid Miner software.

3.1 Data Collection
After the manual calculation process using K-Mean is implemented. The next step is to apply the
manual calculation using RapidMiner software. Here's an overview of the calculation steps using the
Rapid Miner application.
1. The display of sales data to be tested can be seen in Figure 3:
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Figure 3 Prepared Sales Data

2. Import repository on Rapid Miner software

After the data in Microsoft Excel is prepared, the next step is to test the results by importing the
repository into the RapidMiner software. Import repository in RapidMiner software can be done by
selecting Menu import data as seen in Figure 4:
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Figure 4 Import Data
3.  Processing Import Data

After selecting the Import Data menu option, then select the data file that has been pre
previously as seen in Figure 5. The Sales Data file is taken From the™ SALES DATA™ folder with the
file name UD Seed Sales Data Recap. Tiara Brothers
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Figure 5 Import UD Seed Sales Data. Tiara Bersaudara

4. Select Data and Specify Id to Process

After the data import is carried out, the next process is to determine which cells will be used for
testing the data that will be used in the Rapid Miner application. Please select the sheet, select INITIAL
DATA, and Block cell range from (B6:G49) as seen in Figure 6 and Figure 7:
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Figure 6 Select Data to Process
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Save the Process to Repository

Save data that has been implemented can be saved to the repository. The data storage process can
be seen in Figure 8:
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Figure 8 Process Saving Data to Repository

3.2 DatgJlesting Process with Rapid Miner studio 9.7

After the data storage process is carried out, the next process 1§ testing the data that has been

stored using the Rapid Miner application

1.

Testing Data

Testing data process is done by dragging and dropping data that has been stored in the
repository to the process as shown in figure 9. Then on the operator interface select the operator
K-Means then drag and drop it also to the process as seen in the picture 10,
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Figure 9 Drag and Drop data to Process
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Figure 10 Specify Operators

Specify Parameter and Doing the Testing Process

After the operator determination process is carried out, the next process is to determine the
parameters in the process to be carried out, parameter determination can be carried out by Double
clicking the clustering operator then in the parameters section fill in the K value with the number
"2" because we will form 2 clusters. Under measure types, select Numerical Measures. In
numerical measure select Euclidean Distance as shown in figure 11. To perform the data grouping
process with K-Means, click the star as shown in figure 12:
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3.3 System Results and Evaluation
The results of system testing using Rapid Miner software on previously prepared seed sales data
can be seen in figure 13, figure 14, figure 15 and 16. The picture shows the results of grouping data that
has been carried out in the Rapid Miner software. In figure 17 can also be seen Grampic and the data is

included in cluster 1. In figure 18 can also be seen the Grampic and data included in cluster 2.
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Figure 19 Center Cluster for the Last Iteration

Conclusion from the results of tests that have been carried out using RapidMining software, a
type of seed that is in great demand by farmers at UD. The Tiara Brothers are NK 212 Comn Seeds, NK
7328 Corn Seeds, Pioneer 32 Corn Seeds, NK 617232 Corn Seeds

4. CONCLUSION

The conclusions that can lageneraled from research on the best seed clustering using Rapid Miner in
increasing sales are as follows: With the application of the K-Means Algorithm to Rapid Miner, it can be applied in
clustering and increasing seed sales based on seed sales data for 4 months, from January to April 2022, Grouping
seed sales data by dividing seed sales data into 2 clusters. From the results of clustering, 4 types of seeds are in great
demand by farmers, namely in cluster 1. NK 212 Corn Seeds, NK 7328 Corn Seeds, Pioneer 32 Corn Seeds, NK
617232 Com Seeds are types of seeds are in great demand by farmers. Cluster 2 shows seedlings that farmers are
less interested in. With the application of the K-Means algorithm in Rapid Miner, the availability of seed stock can be
managed properly, namely by maintaining the availability of seed stock that is most requested by farmers so that it
can increase sales.
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