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ABSTRACT

The Merdeka Belajar-Kampus Merdeka (MBKM) as one of the public policies by the Ministry of Education, Culture,
Research and Technology, cannot be separated from public opinion. Opinion directions are divided into three
categories, positive opinion, negative opinion, and neutral opinion.nilizing tweet data from Twitter with the

keyword Merdeka Be -Kampus Merdeka (MBKM) in May 2023, a sentiment analysis was carried out to identify
public opinion on the Merdeka Belajar-Kampus Merdeka (MBB/[) gram. Through this research, it is hoped that
opinions, opinion factors, and problems that may arise from th lementation of the Merdeka Belajar-Kampus

Merdeka (MBKM) policy can be identified as early as possible. The Naive Bayes Classifier is used to classify the
direction of a person's sentiment towards the l‘a'deka Belajar-Kampus Merdeka (MBKM), both positive sentiment,
neutral sentiment, and negative sentiment. Dataset collection and preparation begins with feature selection,
eliminating duplication and tweet selection, then pre-processing is carried out, namely case folding, tokenizing,
character cleaning, normalization to stermming for use in labeling. OF the 1,212 data used, the model managed to
classify 453 sentiments as neutral, 477 negative sentiments, and 282 positive t'.enlinls. With these results,
information is obtained that the community still has many pros and cons regarding the implementation of the
[B:rdeka Belajar-Kampus Merdeka (MBKM) program. In this studyf[bm the results of Twilter sentiment analysis on
the Merdeka Belajar-Kampus Merdeka (MBKM) program, the Naive Bayes Classifier algorithm produces an
accuracy value of 74.25%.

KeyWOl'dS : Sentiment Analysis: Twitter: Merdeka Belajar-Kampus Merdeka (MBKM ): Naive Bayes Classifier
INTRODUCTION

Higher education plays an important Nain the development of human resources and economic growth of
a country. In the Indonesian context, the Merdeka Belajar-Kampus Merdeka (MBKM) program is the
government's effort to renew higher education by giving freedom to students in determining the
curriculum, choosing cross-disciplinary courses, and developing creativity and entrepreneurship. This
program has the goal of producing graduates who have skills that are relevant to the needs of the world of
work and are able to compete globally.

The main [Eilicy programs of the MBKM are facilitating the opening of new research programs,
improving higher education accreditation sches, facilitating official state universities to become
integrated tertiary institutions, and freedom for students to study outside the study program for three
semesters.nudents are given the freedom to attend lectures outside the curriculum, three semesters in the
form of 1 (one) semester opportunity to attend lectures outside the curriculum, and two semesters to carry
out study activities outside the tertiary institution. Various types of learning activities outside the
university, including internships (practice work in busine or other workplaces), community service
projects in villages, teaching in school units, engaging in student exchanges, conducting research,
conducting entrepreneurial activities, conducting academic studies/projects, and participate in
humanitariaa;ervice. Based on the lecturer's instructions, all of these assignments must be carried out.
The hope is that the MBKM policy can provide opportunities for students to contextually gain experience
off campus which can strengthen students' abilities as a whole, ready to work or build a new career.
(Rochana et al., 2021), (Pratiwi et al., 2016).

However, to ensure the successful implementation of the MBKM program, it is important to understand
the views, perceptions and sentiments that eu‘isem various stakeholders, especially students who are
program participants. The MBKM program has pros and cons from the community, especially students
who have experienced the impact and have perceptions of the MBKM poligglAs one of the new policies,
it is necessary to analyze and evaluate the programs being implemented to improve their performance
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through feedback from the public (Pipin & Kurniawan, 2022). Sentiment analysis is an effective approach
to gain insight into how the program is received and responded to by program participants, as well as their
views regarding the benefits and challenges that arose during its implementation. (Indrayuni, 2016).
Sentiment analysis is needed to obtain information in the form of text that can be used as a reputation
management and evaluation tool for companies, agencies or brands, this information can be found in
ﬁinc media such as Twitter (Oktasar et al., 2016).

Twitter is one of the social media used for expression, sharing statements and opinions in the form of
short text (tweets). Based on a we are social survey in February 2022, there were 18.45 million
Indonesian users using Twitter (We Are Social). In using social media, especially Twitter, every
individual has needs that they seek to obtain satisfaction through social media. In this case, users
consciously consume media based on the individual's desire to fulfill their needs so that satisfaction will
be achieved within them (Pangestika & Kusna, 2023). It is predicted that the number of Twitter users will
continue to grow because Indonesia has a penetration of 93 4 million internet users. This allows Twitter
to have a very fast dissemination and distribution of information (Prasetyo et al., 2021). Through Twitter,
users can express their opinions freely. Twitter also provides a trending topic feature to find out the
hottest news that is currently being discussed. The very rapid development of Twitter is very interesting
to analyze various kinds of opinions and phenomena (Irawansyah et al., 2022).

Research (Rochana et al., 2021) and research (Pipin & Kurniawan, 2022) expressed various criticisms and
public responses regarding the MBKM program coming from various disciplines and users. This program
has been widely discussed by Indonesian Twitter users since the program was published in early 2020,
related to issues of curriculum design and the mechanism for awarding credits, unclear MBKM learning
outcomes, availability of cooperation with partners and partners' needs, issues of MBKM program
funding, allowance apprenticeships, to the issue of exploitation of cheap labor in industry through
apprenticeship programs.

The large number of Twitter users who convey comments or opinions can be utilized by classifying tweet
reviews so that information is obtained. One method that can be used to analyze opinions in tweets is
sentiment Bllysis. The data obtained from the tweets is processed by text mining, followed by
c121551g the tweet data into three classes, positive, negative and neutral. In this study the classification
uses the Naive Bayes Classifier (NBC) algorithm (Fransiska & Yolanda, 2019) with the hope of being
able to recognize and classify public opinion on twitter with a high degree of accuracy.

In analyzing sentiment and knowing its accuracy, there are several steps to get the best results. The steps taken are
data collection and labeling, pre-processing, sentiment analysis and evalualican obtain accuracy and sentiment data
visualization. The entire sentiment analysis methodology that was carried out can be seen in Figure | below.

~ B Pre-Processing Data
Cleansing
Replace re-twest
Tokenize ]—b[ Transform Cases ]

Training Data

Replace URL fromt

Prediks
Replace URL behind [ Tokens (by Length) H Filter Stopwords J Naive Bayes Klflanﬁ' i dan
Visuahzasi

l
[ Stemming H TF- IDF ]

Replace URL bashtag

Testing Data

Replace URL mention
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Figure 1. Sentiment Analysis Research Methodology

2.1 Data Collection

In the data collection process there are 3 parts, namely:

1. Twitter data collection (crawling) the tweet data obtained is data that is directly taken from the Twitter site
with keywod “mbkm, kampus merdeka, kampus mengajar, msib, pertukaran mahasiswa merdeka (pmm),
praktisi me jar, wirausaha merdeka” using the Rapidminer application.

Save data gMo the Microsoft Excel application. The crawled data is imported into the Rapidminer
application with the help of the Naive Bayes Classifier method for processing.

(=]
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3. Provide data labels/sentiments to several Twitter comments that have been successfully crawled. There are
3 (three) sentiments, namely: positive, negative, and neutral.

2.2 Pre-Processing Data

There are several stages in preprocessing, including:

Repetitive tweet deletion.
Data cleaning (cleaning) to delete URLs, both the front URL and the back URL.
Data deletion (cleaning) to rerrm punctuation marks, hashtags, mentions
Tokenize, processes to divide text which can be in the form of sentences, paragraphs or documents, into
certain tokensflts.
Case folding, the case folding process is the process of changing all letters to lowercase.
ination of stop words (slang words), is a step taken to remove non-descriptive words.
Stemming, is the process of mapping and decomposing the form of a word into its basic word form.
Filter token by length, is a part to display the number of letters in 1 word with certain limitations.
Term frequencv (a word that often appears) and its visualization,

23 Clasmflcauon with the Naive Bayes Classifier Method

Data clawfmon and labeling use functions available in the Rapidminer application package with Bayes algorithm
parameters. One of the tasks of Data Mining is data classification, namely mapping (classifyingm[a into one class
or several classes that have been dﬂd previously. One of the methods in data classification is Naive Bayes, which
is a machine learning method that utilizes probability amlalislical calculations put forward by the British scientist
Thomas B.as. the way Naive Bayes works is to predict future probabilities based on previous experience. (Darwis et
al., 2021). The basis of the Naive Bayes Classifier used in programming is the Bayes formula as in the equation (1)
(Ling et al., 2014):

R

Rl =

. P{X|H)P{H]
p(_HM‘_} - ¥
P{X) (1
Information:
X = Data sample with unknown class (label).
H = Hypothesis that X is data with class (label) C

P(HIX) = Probability that the hypothesis is true (valid) for observed X sample data
P(XIH) = Probability of sample data X, if it is assumed that the hy pothesis is true (valid)
P(H) = Probability of hypothesis H

P(X) = Probability of observed sample data

The purpose of this test is to be able to automatically classify tweets a&iﬁ\.’e, negative or neutral tweet sentiment.
In the Naive Bayes Classifier method, the process of classifying text is carried out based on training data that has
previously been stored. In its implementation there are three stages, namely making a list of training data, making a
list of testing data, and making a classifier (Ratnawati, 2018).

Afier the classification process, an evaluation is needed to determine the quality of the process carmried out. At this
evaluation stage, the performance of the classification process that has been carried out will be tefegd with accuracy,
precision, and recall parameters. The average values of accuracy, precision, recall can be obtained from the confusion
malrix table as shown in Table 1 below.

Table 1. Confussion Matrix

True Yes True No
Prediction Yes TP Fp
Prediction No FN TN

Source: (Widowati & Sadikin, 2021)

Accuracy is the number of documents that are classified correctly, when the prediction results from the model with a
predetermined sentiment, with 3 types of sentiment, namely: positive, negative, and neutral. The accuracy value can
be calculated by equation 2.
accuracy ExTY X 100%

Y = TP +TN + FB +FN @)
Evaluation of this system analysis is camried out by calculating the level of accuracy of a method in analyzing
opinions.

2.4 Sentiment Visualization

Data visualization is presenting data in a simpler and more attractive form. This is done to make it easier w
understand directly the information from the data that has been processed. Data visualization is divided into two,
namely data presentation in the form of a wordcloud and presentation in the form of a histogram (Nurulbaiti &
Subekti, 2018).

Word cloud is a text mining method that displays a graphic of word frequency which further emphasizes the words
that appear more often in the source text. The bigger the word size in the visual, the more common the word is in the

854




document (Josen Limbong et al., 2019). Sentiment visuvalization modeling uses the package provided in the
Rapidminer application.

3. RESULT AND DISSCUSION

This section describes the results of the research conducted. This study aims to determine the sentiment analysis of
inion tweets on the implementation of MBKM. Then measure the accuracy of the classification results with the
Naive Bayes Classifier method. This study uses a dataset of tweets which totals 2 235 tweets. Aflem.sing through
the cleaning stage, there are 1.212 data tweets that can be used for senlimenllysis. By using a comparison of
training data and testing data of 8:2. Generates processing data details of 970 for training data and 242 for testing
data.

3.1 Crawligfg Process

The first stage in the sentiment analysis process is data collection. Data was taken from Twitter with a crawling
process that was carried out using the Twitter API with Rapidminer Studio tools version 9.10.008. The tweets taken
were tweets with the keywords mbkm, independent campus, teaching campus, msib, independent student exchange
(pmmy}, teaching practitioners, and independent entrepreneurs. Then the crawled data is labeled manually, labels for
positive, negative and neutral sentiments. The model used for crawling Twitter data is shown in Figure 2.

Retrieve twitterconnection Search Twitter Write Excel
np c st (] cen ' ollD q inp :‘ ti = g
con D d e thr res
1

Figure 2. Process Crawling Data

Figure 2 shows data retrieval from Twitter using the "Retrive Twitter Connection” operator which functions w
connect Rapidminer with Twitter's social media. Next is the "Search Twitter" package to search for Twitter data
according to the specified parameters, then save the data in an excel file using the "Write Excel” operator. Twitter
data crawling related to MBKM was carried out for 30 days in May 2023, In that month several MBKM programs
have been running and are entering the final phase. There are many sentiments given by the community regarding the
implementation of MBKM in 2023,

3.2 Labeling Data

The next stage is labeling, labeling is done to divide the data into 3 (three) sentiment classes to be used, positive,
negative and neutral. The criteria used in labeling tweets are if the tweets contain positive words, sentences that are
expressed positively and intend to approve, support, and appreciate the MBKM program are categorized as positive.
If the tweet contains negative words and intends to disapprove or protest about the implementation of MBKM, then
the tweet will be categorized as negative. While tweets that only provide information or contain neutral words, the
tweets will be categorized as neutral tweets. It looks like Table 2 below is an example of a dataset that has been
labeled:

Table 2. Contoh Dataset dengan Label

Text Sentiment

Program MSIB yang diusung pemerintah ini sangat bermanfaat bagi mahasiswa Positif
https://t.co/hxdSWQR 1Xg il

BBH MSIB ni emg parah bgt... telat terus pdhl tuntutan pekerjaan di kantor jg udh selevel Negati
) egatifl

karyawan...
@{leurlovinxxx @collegemenfess Halo kak, kakak ikut kampus mengajar pas semester berapa? Netral
RT @unimudasorong: Selamat kepada 30 Dosen Pengampu yang lolos dalm Program Praktisi Positif
Mengajar Angkatan 2 di UNIMUDA Sorong https:/t.co/Luj... i
RT @collegemenfess: [em] kalian udah pada baca ini belum? kasian msib batch ini ada lagi Negati
. egatil
kendalanya. bantu up guys, kasian anak magang. ..

Sosialisasi MSIB, Bangkit dan Kampus Mengajar Semester Ganjil 2023/2024. Netral
hitps://t co/boQQWeUiY A etra

Source: Crawling Data Twitter

As many as 300 data were labeled manually, the remaining data that mml have labels was done automatically using
the Rapidminer application. The labeling model in an automatic way can be seen in Figure 3.
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Figure 3. Pelabelan Otomatis dengan Rapidminer
Figure 3 describes several packages th used in automatic labeling, including::

1. Read Excel: used to read all data that will be used for labeling. In this data consists of data that already has
alabel and does not have a label.

Filter Examples: used to filter data that already has a label and data that does not yet have a label.

Nominal to Text: used to change nominal data to text.

Process Document from Data: contains several processes for cleaning data.

Union: used to combine training data with testing data.

Retrive store training data: used to read training data.

Filter Example 2: used to delete data that has multiple attributes.

Retrive store model: used to retrieve the classification model for labeling automatically.

Apply model: used to apply the labeling classification model automatically.

3.3 Pre-Processing Data

After labeling the data, the next step is pre-processing. Both training data and testing data musla) through a pre-
processing process first. Pre-processing is required {&fore the classification process so that the dimensions of the
vector space model become smaller. By reducing the dimensions of the vector space model, the classification process
will be faster. The purpose of this pre-processing is to homogenize and reduce the volume of words (Adi, 2018). This
stage is carried out to make the dalaﬁly and feasible for analysis. The stages in this preprocessing are divided into
two stages, in the subprocess before the data is divided into training data and data testing, and also pre-processing in
the document process. The cleansing steps carried out in the subprocess are deleting the RT writing, deleting the URL
on the front and back, deleting the hashtag, deleting the mention (@), and deleting the symbols in the tweet. The
operator for the first stage of pre-processing is shown in Figure 4 below:

WOO00 -1 Oy Lh e L b

Replace RT Replace URL 1 Replace URL 2 Replace Hashtag
L] o3 j o q= j oz Qe - va T e )} =
n ori ari T e i) out
Replace Mention Replace Symbol

o an

ena _—| u.F Qe '—| ".F Qe

Figure 4. Process Cleansing Data

While the second stage, preprocessing in "Document Process” uses the operators "Tokenize", "Transform Case”,
"Filter Token by Length", "Filter Stopword (Dictionary)" and "Stem (Dictionary)" which use a dictionary in
Indonesian. As seen in Figure 5 below:

Tokenize Tokenize (2) Transform Cases  Filter Tokens (by Le.. Filter Stopwords (Di... Stem (Dictionary)
“ Qe = de) e = docf) doe dae ( doe dae Qo = &= Qe = e L
- - qn qn doc

Figure 5. Proses Pre-processing dalam Document Process

The following is an explanation of the preprocessing stages above:
1. Tokenize
String truncation based on each word that makes up the document. After separating each word from the
document, case folding is performed to remove numbers, punctuation, glyphs, and other characters not used
by word processors, Case folding results must go through the cleaning stage, namely the process of
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removing components such as HTML tags, links, urls, hashtags (#), username (@), and website addresses.

(Nirwandani et al., 2021).

Transform Cases

The case conversion feature makes it possible to automatically convert all letters in a text to lowercase or to

uppercase as a whole. In this study, most of the text is in the form of opinions and most of the letters are

lowercase, so all letters are changed to all lowercase. (Jaka, 2015).

3. Filter Token (by Length)
Token filtering (by length) is the process of extracting significant words from the resulting words. Words of
a certain length are deleted. In this study, researchers used words with a minimum of 4 letters and a
maximum of 25 letters.

4. Filter Stop Words (Dictionary)
Filter stop words (dictionary) is the process of removing words that appear frequently but do not affect the
extraction of sentiment from reviews. Words that contain verbs and interrogations (Lilyani Asri Utami,
2017).

5. Stemming
Is the stage for carrying out the process of changing words that are rich in infixes and suffixes into a basic
word that will contain more meaning to obtain information so that comments will become more specific in
categorizing (Salam et al., 2018).

(=]

All of the above cleansing processes are part of the TF-IDF al orilmodel. which is a weighting algorithm
composed of two values derived from two algorithms with diénl weights, namely Term Frequency (TF) and
Inverse Document Frequency (IDF). (Februariyanti et al., 2020). The results of the TF-IDF document process can be
seen in Table 3.

Table 3. Preprocessing Results to be Entered for Term Frequency

Preprocessing Result
Program MSIB yang diusung pemerintah ini sangat bermanfaat
Early tweet bagi mahasiswa https://t co/hxdSWQR1Xq #mbkm
#kampusmerdeka
Tokenize Program MSIB yang diusung pemerintah ini sangat bermanfaat

bagi mahasiswa
program msib yang diusung pemerintah ini sangat bermanfaat

Transform cases

bagi mahasiswa

Filter token (by length)

program msib yang diusung pemerintah sangat bermanfaat bagi
mahasiswa

Filter stopwords (dictionary)

program msib diusung pemerintah sangat bermanfaat
mahasiswa

Stemming

program msib usung pemerintah sangat manfaat mahasiswa

Source: Data Preprocessing

Basically TF-IDF works by calculating the relative frequency of a word that appee in a document compared to the
inverse proportion of the word that appears in the entire document set. Intuitively, this calculation can be used to find
out how relevant the word is in a particular document.

3.4 Process Classification with the Naive Bayes Method

After pre-processing the data, the next step is the classification of sentiment analysis. This stage is the stage for
providing training and implementing various machine learning algorilhmmgure 6 shows the contents of the "Cross
Validation" operator in the Rapidminer application. In this process, the Naive Bayes Classifier classification
algorithm is used. After the experiment and the proposed model have been made, then an experiment is carried out by
testing the existing model with the dataset that has been grouped into training data and testing data. "Performance”
operator is an operator to display accuracy results.

Naive Bayes Apply Model Performance

il tr mod [} sl o (] mod lab D lab per [ L
= L b ai =h per

the (] Pt | par

thr

Figure 6. Sentiment Analysis Classification
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Figure 7. Sentiment Prediction Results

Figure 7 shows the results of sentiment prediction in the RapidMiner applicalimC()mparing the predetermined
sentiment label with the predicted result label from the process. Classification using the Naive Bayes Classifier
method results in an accuracy value of 74.25%. Accuracy describes how much accurate the model that has been made
can classify the data correctly. Accuracy is obtained from calculating the ratio of correct predictions to all data. By
knowing the magnitude of the value ccuracy on the overall performance of the system, it can be stated that the
level of the system's abili find the accuracy between the information that the user wants and the answers given by
the system. The results of calculating accuracy, precision and recall can be seen in Table 4.

Tablr 4. The Calculation Results Confusion Matrix

n=242 [ Actual Neutral | Actual Negative | Actual Positive |
Neutral Predictions 88 8 14
Negative Predictions 18 38 10
Positive Predictions 8 4 54
Source: Data Processing
CHTACY = L L L 74,25%
242 =

Performance evaluation is carried out on the experimental results of the seanenl analysis system and on the results
of the respondent's senlm'n analysis. The result of accuracy produces a value from 0 to 1 and a better result is a
value that is closer to 1 (Annisa Rahmaniar Dwi Pratiwi & Erwin Budi Setiawan, 2020).

3.5 Data Visualization
Based on the results of the tokenization carried out, the writer also wants to know the frequency of words that are
widely discussed by Twitter users, for this reason the writer visualizes them in the form of wordcloud in Figure 7..

daftar

dwey

wesboad

- merdeka
»

Figure 7. Popular Word Visualization with Wordcloud

Buebew

Wordcloud will display the word with the most frequency , the more frequency the word will stand out more than the
other words. The frequency with which the word appears in these tweets shows information about the topics most
frequently discussed by the public on the social network Twitter related to MBKM. These topics include campus,
mbkm, merdeka, msib, megajar, programs, and internships. The 7 (seven) words are words that are often discussed by
Twitter users related to the implementation of MBKM. Words appear on wordcloud vary in size from the largest
to the smallest color with the intention of showing the order of the frequency of occurrence of words in the data from
the highest frequency.

The number of word frequencies related to the impmentation sentiment of MBKM can be seen in Figure 8 by
displaying the numerical values for words that often appear in the sentiments given by the community. The histogram
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in Figure 8 shows the most frequently mentioned words in MBKM's tweets. In addition, there are also 17 other words
whose frequency of occurrence follows the most words.

500 545
500
423
400 356
310
300 273
229227
200
110 94 gg 4
100 I 58 55 55 47 46 45
; Il
I B T gk & el o - o o & o T

& EFFFLF TS FTFHF T F &
A & & S =* ?

Figur 8. Popular Word Visualization with Graph

In addition to data visualization from wordcloud, there is alsoaa visualization derived from the number of
sentiment divisions resulting from predictions and labeling using the Naive Bayes Classifier algorithm. As seen in

Figure 9.

Figure 9. Sentiment Data Visualization Results

Figure 8 above shows the model analysis of 1,212 new data resulting from cleansing and modeling the Naive Bayes
Classifier algorithm. Of the 1,212 data used, the model managed to classify 453 sentiments as neutral, 477 negative
sentiments, and 282 positive sentiments. With these results, information was obtained that the Twitter community in

2023 gave more negative sentiments, namely 39% of all sentiments which were greater for the MBKM program.

It can also be seen that the value of neutral sentiment is also quite large, namely 453 sentiments which shows that as
much as 37% of sentiments do not lead to agree or disagree with the MBKM program, or sentiments that do not lead
to the topic of the MBKM program, so it is categorized as neutral. From the positive sentiment data there are 282 data
or 23% sentiment which shows the number of sentiments that support the MBKM program is less than the other two
classes.

CONCLUTION
Based on the results of the discussion, it a)e concluded that the sentiment analysis of the MBKM progmmom
user tweets in May 2023 illustrates that sentiment analysis information using the Naive Bayes Classifier can be
applied to predict ﬂa:eclicn of one's sentiment towards MBKM, whether positive sentiment, neutral sentiment, or
negative sentiment. Based on the results of an analysis of the patterns contained in the research data, of the 1,212 data
used, the model succeeded in classifying 453 sentiments as neutral, 477 sentiments negative, and 282 senlimm
positive. With these results, information is obtained that the community still has many pros and cons regarding the
implemenlatim)f the MBKM program. In this study, from the results of Twitter sentiment analysis on the MBKM
program, the Naive Bayes Classifier algorithm produces an accuracy value of 74 25%.
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